GPU acceleration of extreme scale pseudo-spectral simulations of turbulence using asynchronism
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ABSTRACT
This paper presents new advances in GPU-driven Fourier pseudo-spectral numerical algorithms, which allow the simulation of turbulent fluid flow at problem sizes beyond the current state of the art. In contrast to several massively parallel petascale systems, the dense nodes of Summit, Sierra, and expected exascale machines can be exploited with coarser MPI decompositions which result in improved MPI all-to-all scaling. An asynchrony batching strategy, combined with the fast hardware connection between the large GPU memory and the fast GPUs allows effective use of the GPUs on problem sizes which are too large to reside in GPU memory. Communication performance is further improved by a hybrid MPI+OpenMP approach. Favorable performance is obtained up to a 18432^3 problem size on 3072 nodes of Summit, with a GPU to CPU speedup of 4.7 for a 12288^3 problem size (the largest problem size previously published in turbulence literature).

CCS CONCEPTS
• Computing methodologies → Massively parallel and high-performance simulations; • Applied computing → Physics; • Networks → Network measurement.
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1 INTRODUCTION
Many large-scale production codes running on leadership-class computing platforms have inherent needs for data movement, both within and across different parallel execution processes. Obtaining high scalability and/or satisfactory time to solution at large problem sizes is often more challenging if communication costs are dominant. In particular, in the present pre-exascale era, a key question is how codes that are communication-intensive can benefit from heterogeneous platforms whose principal advantage is fast computation on hardware accelerators such as GPUs.

Turbulent fluid flows governed by the Navier-Stokes equations with disorderly fluctuations over a wide range of scales in time and space [16] represent a major challenge in both science and computing [10–12, 22, 23]. In work focused on fundamental understanding, it is often useful to employ periodic boundary conditions on a cubic domain, with solution variables expressed in a discrete Fourier series. In pseudo-spectral methods [3] nonlinear terms are evaluated in physical space and then transformed to Fourier space, avoiding extremely costly convolution integrals. These simulations are inherently communication intensive because of the need to collect complete lines of data in the machine memory before transforms can be taken. To date, the largest simulations have reached over 1 trillion grid points, via massive CPU-based parallelism [10, 11, 23]. However, the trend toward exascale appears to favor denser nodes where future advances will likely require use of accelerator hardware and new programming approaches to optimized on-node and off node data transfer. For example, Summit at the Oak Ridge Leadership Computing Facility (OLCF), which is currently the fastest supercomputer in the world, has fewer but much denser nodes than its predecessor machine (Titan). Utilizing GPUs instead of CPUs at very large problem sizes also presents new challenges since the amount of GPU memory is substantially less than CPU memory.

In this paper we address the nontrivial task of implementing a new pseudo-spectral turbulence code capable of reaching unprecedented problem sizes at the high throughput needed to complete long running simulations on Summit. The shift to fewer but denser nodes motivates a design strategy of hierarchical parallelism, with a fine grained parallelism mapped to GPU threads coupled to a high level parallelism managed by fewer MPI processes compared to traditional massive parallelism via CPUs.

Our overall strategy, especially at scale, is based on the expected needs to (1) improve MPI performance and to (2) use GPUs efficiently on large problem sizes. To improve MPI performance, we note that communication overhead (latency) can be reduced by using fewer MPI processes, which is well facilitated by Summit’s configuration as a modest number of dense nodes. The local problem size per MPI process can be increased by utilizing the larger CPU memory without being restricted by the smaller GPU memory. We also use a hybrid MPI+OpenMP approach to further reduce the number of MPI ranks for the same problem size. In addition, we have studied the promise of overlapping host-based communication...
We solve Eq. 1 in a simplified solution domain which is periodic in all three directions. The velocity field is expressed in a finite-terms Fourier series, as \( \mathbf{u}(x,t) = \sum_k \hat{u}(k,t) \exp(i k \cdot x) \) where \( i = \sqrt{-1} \), overhats denote (complex-valued) Fourier coefficients and \( \mathbf{k} \) is a wavenumber vector whose coordinate components on an \( N^3 \) grid take the values \( 1 \sim N/2, 2 \sim N/2, \ldots, 0 \sim N/2 \). In Fourier (i.e., wavenumber) space Eq. 1 becomes, for a given \( k \), an ordinary differential equation which can be written as

\[
\frac{\partial \hat{u}}{\partial t} = -\nabla \cdot (\mathbf{u} \hat{u})_{1k} - v k^2 \hat{u} + \hat{f} \, .
\]

(2)

To enforce mass conservation under the assumption of constant density, the nonlinear term is projected into a plane perpendicular to the vector \( \mathbf{k} \). Aliasing errors arising from the treatment of nonlinear terms are generally controlled by a combination of phase-shifting and truncation in wavenumber space [17].

In our simulations Eq. 2 is typically integrated over many thousands of time steps, using explicit second- or fourth-order Runge Kutta (RK2, RK4) schemes for the nonlinear terms, while viscous terms are treated exactly via an integrating factor. In general RK4 offers improved accuracy and numerical stability. However, experience also shows (e.g. [17] and numerous publications in the turbulence community adopting the algorithm described therein) RK2 results are often adequate when the time step is made sufficiently small. For simplicity we have reported RK2 timings in this paper. The cost of RK4 per time step is approximately doubled, with a small increase in the memory necessary to hold partially updated values of the solution variables at different substages within a single time step.

In our code, since time advance is performed in Fourier space (per Eq. 2) each RK substep starts and ends in Fourier space, as well. The essential mathematical operations involved include transforming three velocity components to physical space, forming the nonlinear products there, and transforming those products back to Fourier space. The actual transforms are taken one direction at time. The need for data movement arises from the need to collect complete lines of data (successively, along each coordinate axis) in the core memory to be operated on.

While the number of variables being transformed varies during each time step, the structure and performance of our turbulence simulation code share many similarities with 3D FFTs, which are relevant to many science disciplines and have been the subject of much software development (e.g. [7, 9, 14]). Thus, we believe some of the novel programming techniques developed in the present work are potentially relevant to the wider computational science community, as well.

### 3 ALGORITHM DESCRIPTION

In this section we give a detailed description of our code development, starting with our choice of domain decomposition, and leading to our asynchronous algorithm for computing on the GPUs while using the CPU memory capacity. The communication costs of all-to-all communication, inherent in 3D FFT algorithms, dominates overall runtime especially as the FFT kernels themselves become very fast on the FLOP heavy GPUs. Because of this known communication bottleneck, which will always limit speedup no matter how many FLOPs the GPUs become capable of, algorithm design

...
is driven by choices that allow as much communication overlap and as large (efficient) of message sizes as possible. We wish to emphasize that our ultimate objective is not high scalability per se, but instead making feasible simulations of a size exceeding the current state-of-the-art. This includes a goal of approximately 20s per RK2 timestep in order to solve long running simulations in a reasonable number of wallclock hours.

3.1 Domain decomposition

The first decision in devising a parallel algorithm for very large problem sizes is how best to distribute memory requirements among, say, $P$ MPI processes. As seen in Fig. 1 an $N^3$ solution domain can be decomposed into slabs or pencils, in one and two directions, respectively. For a slab, or 1D decomposition, each MPI process works on an integer number of planes (e.g., $x$–$z$) and can take FFTs in two directions forming that plane. A global collective communication call (of the “all-to-all” type) is used to re-divide the data along the third direction (e.g. $y$). While the concept of a 1D decomposition is straightforward, clearly, it is limited to $P \leq N$.

A 2D domain decomposition divides the data in two directions, allowing a finer-grained decomposition (i.e. larger $P$). A 2D Cartesian process grid is used, with $P = P_r \times P_c$ where $P_r$ and $P_c$ are the sizes of the “row” and “column” communicators, respectively. Two collective communication calls are performed using the (smaller) row and column communicators instead of once globally over $P$ processes. The best performance is usually obtained if $P_c$ equals the number of MPI ranks per node, since some of the communication will then occur solely on the node.

State-of-the-art turbulence simulations performed on massively parallel platforms [10, 11, 23] have generally used a 2D domain decomposition, as do the FFT portions of several of Exascale Computing Project applications (lampsps, hacc) [15]. However the latest trends in HPC landscape appear to point towards machines with fewer nodes which are more powerful in both memory and speed, with Summit being a primary example. We have, accordingly, adopted the 1D (slabs) decomposition for this work, with a hybrid approach to further parallelize within a slab.

![Figure 1: 1D and 2D domain decompositions, illustrated for case of MPI process count $P = 4$. On the left, each slab is of size $N \times N \times mz$, where $mz = N/P$. On the right, each pencil is of size $N \times my \times mz$, where $my = N/P_c$ and $mz = N/P_c$.](image)

3.2 Target System and Software Stack

The target system around which the code was designed is the IBM AC922 nodes [21] which are used in the Summit and Sierra supercomputers. A node on Summit consists of a dual socket POWER9 processor, with each socket connected via NVLink to 3 NVIDIA V-100 GPUs (2 links/GPU) and 22 cores. Each core is capable of supporting up to 4 hardware threads. Summit nodes have 512 GB of DDR3 and each GPU has 16 GB of High Bandwidth Memory (HBM). Each V-100 GPU has 80 Streaming Multiprocessors (SMs). The overall picture is then of a very dense node with a large amount of memory and compute resources per node.

The interaction of the CPU memory bandwidth, NVLINK bandwidth, and network card bandwidth will be important in understanding some of the limitations of data movement overlap. The Power 9 CPU memory bandwidth per socket is 155 GB/s peak unidirectional, while the CPU-GPU NVLINK connection is capable of up to 1 GB/s (peak, per socket) and the network card on Summit is capable of 12.5 GB/s (per socket, bi-directional) [20, 21]. This means that NVLINK data transfers alone are capable of fully saturating the P9 memory bandwidth and any simultaneous use of the network card must compete with NVLINK bandwidth demands.

The code was written in Fortran and the GPUs were exercised through CUDA Fortran, implemented in the IBM XL compiler, and calls to NVIDIA’s cuFFT library. CUDA streams and CUDA events were used to control the asynchronous tasks of batching data on/off the GPU, computing FFTs, and determining when the data was available in host memory to be sent through asynchronous MPI_IALLTOALL calls.

3.3 A basic (synchronous) GPU algorithm

Prior to a detailed description of our best-performing asynchronous algorithm, it is useful to review the basic requirements for a GPU implementation, in terms of the work needed to perform a complete 3D FFT. Figure 2 shows the basic sequence of operations, focused on how a 3D FFT is taken of solution variables initially in Fourier space. This sequence is also a close match with the work performed in the first half of each Runge-Kutta substage in our turbulence code, before the nonlinear terms are formed and transformed back to Fourier space. The sequence of operations shown in Fig. 2 also reverts to that of a CPU code if the host-to-device (H2D) and device-to-host (D2H) data copies are eliminated and all operations are carried out on the CPUs.

At the beginning of the execution sequence in Fig. 2, each MPI process holds a slab of data that consists of $x$–$y$ planes stacked up in $N/P$ units in the $z$ direction. This slab of data is copied from host to device. Next the 1D FFTs in the $y$ direction are computed on the GPU using cuFFT. An all-to-all communication is then required to transpose these partially-transformed quantities into slabs of $x$–$z$ planes. Since the data to be exchanged is not contiguous in the local memory, we have to either (a) pack the data into contiguous messages locally, or (b) use MPI derived datatypes. We compared the performance of packing on the CPU, packing/moving through the use of GPU zero copy kernels, and packing on the GPU and then copying to the CPU. The fastest results were obtained by performing the packing on the GPU and then copying from device to host, and then having the host perform an MPI_ALLTOALL. Subsequently
which creates difficulties in processing larger problem sizes where a single slab of data will not fit into the GPU memory. To compute at larger problem sizes (as is our goal) it is beneficial to break a slab into smaller portions that will fit into the GPU memory. This data division inside a slab opens up the possibility of a significant degree of task asynchronism, where, for instance, different planes (or even parts of planes) within a slab may be copied, computed, and communicated simultaneously. Indeed, this is the motivation in the development of an asynchronous algorithm capable of larger problem sizes, as described in the next subsection.

3.4 Batched asynchronous algorithm

Our objective is to be able to run large problem sizes efficiently without being limited by the GPU memory capacity. The GPU memory issue can be addressed by dividing a slab into several \((np)\) pencils and processing each pencil separately, as illustrated in Fig. 3. This also provides an opportunity for overlapping operations on different pencils within the same slab.

To enable the desired asynchronism we use the programming model of CUDA streams and events. We specify two separate CUDA streams, one for computations and one for data movement. Besides allowing overlap with data movement and compute, a distinct data transfer stream ensures that bandwidth is devoted to one direction of traffic at a time. This is beneficial on Summit, because while NVLink supports both maximal read and maximal write bandwidth simultaneously, the host memory bandwidth supports a combined read or write bandwidth and the maximum aggregate bandwidth bandwidth is achieved when performing unidirectional movement [20]. Our choice of a single transfer stream allows us to devote the full bandwidth to whichever transfer operation is first put into the stream, ensuring that the right piece of data is copied into the GPU as quickly as possible. CUDA Events are used to enforce synchronization between operations in different streams [18].

Figure 4 shows the sequence of operations in the new asynchronous algorithm. For brevity we are showing only the operations needed to transform from Fourier space to physical space (with those from physical to Fourier space being very similar but reversed in order). Color coding is used to help identify operations in the transfer stream (H2D and D2H copies), compute stream (such as FFTs in separate directions), and communication. Colons within a

![Diagram of 3D FFTs using GPUs]

**Figure 2:** Schematic showing the different operations involved in computing 3D FFTs using GPUs in a synchronous manner. Similar operations in the reverse order are required to transform back to Fourier space.

![Diagram of decomposition of a slab of data into multiple pencils]

**Figure 3:** Decomposition of a slab of data into multiple \((np)\) pencils, each of size \(N \times np \times mz\), where \(np = N/n,\) to enable larger problem sizes where a single slab does not fit into the GPU memory.
Before entering the first dashed region the first pencil is copied to the GPU. Then, if \( \text{ip} = 1 \) the code performs a compute. When \( \text{ip} > 1 \) the \((\text{ip} - 1)^{th}\) pencil is copied back from the GPU and packed into a contiguous array on the CPU, provided the computations on it have been completed. The pack operation is performed as a strided data copy to avoid packing the data before the global transpose. This way both the packing and the D2H are performed in a single operation. Although operations on the same row are executed asynchronously, our operations are launched from left to right, which is to prioritize data copy out of the GPU so that the global transpose can be initiated as soon as possible. A non-blocking MPI all-to-all is launched on the \((\text{ip} - 2)^{th}\) pencil only when the D2H copy of the \((\text{ip} - 2)^{th}\) pencil is completed. Computations are performed as soon as the H2D copy on the \(\text{ip}^{th}\) pencil is completed. A H2D copy for the next pencil is also posted at this time. If \( \text{ip} \) equals one of its last two values the code takes special action to copy out the last pencils back to the CPU, and to post the global transposes.

It should be noted that copy operations in the transfer stream are performed asynchronously, i.e., the CPU can move forward to other tasks but it does not imply the copy has completed or even started. An event is recorded to track the progress of the copy. This ensures the D2H copy will begin only once the computations on the \((\text{ip} - 1)^{th}\) pencil are completed. Similarly, the H2D copy waits for the data in the GPU buffer into which the host data needs to be placed is copied out.

Operations in the second and third dashed regions, performed on data in \(x - z\) slabs, are also scheduled in a manner that allows...
overlapping between the transfer and compute streams. The only MPI function call from here until completion of the entire 3D FFT sequence is an MPI _WAIT in the second dashed region. This is to ensure the transpose completes before the H2D copy is posted.

![Diagram](image)

**Figure 5:** When running with multiple GPUs per MPI rank, each pencil is further divided up vertically to allow running with multiple GPUs per MPI task. The pencil fractions are processed by the different GPUs available to the MPI rank.

As to be noted in Secs. 4 and 5, there is some advantage in using OpenMP threads instead of pure MPI on the GPU. On Summit, when the number of MPI ranks per node drops below 6, multiple GPUs per MPI rank will become available. Each pencil is further divided vertically such that a fraction of the pencil is run on each GPU as shown in Fig. 5. One OpenMP thread per GPU is used to launch the same operations as described in Fig. 4 to the different GPUs available to each MPI rank. The device each thread works with is set using the cudaSetDevice API call. The global MPI transpose is posted only after the entire pencil has been processed by each of the GPUs available to the MPI rank. The code is also capable of waiting for all the pencils in a slab to be processed so that one large all-to-all can be posted instead of multiple smaller ones. The logic of the algorithm in Fig. 4 is still applicable.

### 3.5 Problem sizes and node counts

It is useful to develop estimates of the node count necessary to meet the memory requirements of a chosen problem size. Our focus is on solving the largest problem possible on Summit, subject to some constrains. The first constraint is that we prefer a wallclock speed on the order of 20 seconds per RK2 timestep because this allows a reasonable simulation turn around time in human hours.

The second constraint is that $N$ be powers of 2 or at least an integer in factors of 2 because this usually leads to the best discrete FFT library performance. Furthermore, $N$ should be evenly divisible by 3 to facilitate even division among Summit’s 3 GPUs per socket. We choose $N = 18432$ as our target because it is rich in factors of 2, divisible by 3, and (as will be shown below) it will fit in Summit’s memory.

For an $N^3$ problem involving $D$ variables at single precision on $M$ nodes, the memory required per node is $4DN^3/M$ bytes. A detailed counting of the number of velocity components, nonlinear terms, and send/receive buffers which are used to transfer data between CPUs and GPUs, yields $D = 25$. These buffers are page-locked and cannot be swapped to disk, because they are allocated as pinned memory. From experiments, we estimate that the operating system occupies approximately 64 GB on each Summit node, leaving 448 GB for user codes. Equating $4DN^3/M$ (where $D = 25$ and $N = 18432$) to 448 GB gives $M = 1302$, which is the minimum number of nodes needed. However, for load balancing on a per-node basis the number of nodes should be a factor of $N$. With $N = 18432$ and noting the total system on Summit has approximately 4608 nodes, the only 2 possible values of $M$ are thus 1536 and 3072. In the interest of a shorter time-to-solution we use 3072 nodes which is 67% of the full system.

For a given CPU node count we also need to consider how the memory might fit into the GPUs, generally by processing pencil-sized portions of each slab at a time. For compute purposes, 9 pencil-sized buffers are required. This number needs to be tripled, to 27, to allow asynchronous execution in the manner described in Sec. 3.4, while pack and unpack operations can be performed without additional buffers. If we have $np$ pencils per slab then each pencil contains $N^3/(M \times np)$ words (per variable). As for the GPU memory we assume 96 GB of GPU memory on each node is user-accessible, with no systems-related tasks running on the GPU. Thus, equating $4 \times 27 \times N^3/(M \times np)$ bytes (with $N = 18432, M = 3072$) to 96 GB gives, nominally, $np = 2.13$. In practice, because further needs for memory also arise from other smaller arrays, for $N = 18432$ we find that $np$ needs to exceed 3.

Since $np$ must be an integer, we conclude that each slab in the 18432$^3$ problem has to be divided up into a minimum of 4 pencils to fit in the GPU memory. The node count and the number of pencils required for a range of problem sizes are given in Table 1.

<table>
<thead>
<tr>
<th># Nodes</th>
<th>Problem size</th>
<th>Mem. occ. per node (GB)</th>
<th>No. of pencils</th>
<th>Size of pencil (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>$3072^3$</td>
<td>202.5</td>
<td>3</td>
<td>2.25</td>
</tr>
<tr>
<td>128</td>
<td>$6144^3$</td>
<td>202.5</td>
<td>3</td>
<td>2.25</td>
</tr>
<tr>
<td>1024</td>
<td>$12288^3$</td>
<td>227.8</td>
<td>4</td>
<td>1.90</td>
</tr>
<tr>
<td>3072</td>
<td>$18432^3$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4 CODE OPTIMIZATIONS

In our code development effort we have focused especially on cross-node data communication and also on-node data movement between the CPU (host) and GPU (device). In the two subsections below we discuss several different approaches and the performance data obtained for them on Summit.

#### 4.1 MPI Configurations

Given Summit’s node architecture, two natural choices for the number of MPI tasks per node are 6 (one per GPU) or 2 (one per socket). In the latter case, OpenMP threads can be used to launch operations to the 3 GPUs per socket, while the message size per MPI rank is increased by 3X. In addition, in both scenarios above, since the slab of data assigned to each MPI rank is further broken down into pencils of data which are batched on and off of the GPU for processing, each MPI rank can be made to communicate the
entire slab all at once, one pencil at a time, or a selected number (say, Q) of pencils per call. The choice Q = 1, where an MPI all-to-all is called to transpose a pencil of data as soon as the pencil has been processed and copied back from device to host, is conducive to overlapping MPI with data movement and computation. However it also leads to messages that are potentially so small that they become dominated by latency. Fewer MPI calls with larger messages can be realized by choosing an non-unity value of Q, up to the number of pencils present in each slab.

The network interconnect on Summit is a dual-rail EDR InfiniBand network and provides a node injection bandwidth of 23 GB/s [8] and a bisection bandwidth of 46 GB/s. Although these bandwidths are in principle achievable for point to point communications of sufficient size, for all-to-all communication the bandwidth achieved at scale can be considerably lower, because the individual peer to peer (P2P) messages involved can become very small. In our code, if each slab is divided into np pencils, then the message chunk that must be delivered to each process (P2P message size) for nv variables at single precision is $4 \times nv \times (N/np) \times (N/P)^2$ bytes.

To understand the MPI performance we have conducted tests using a standalone MPI all-to-all kernel which carries out communication operations mimicking those in the DNS code but do not compute nor move data between CPU and GPU. One key difference is that whereas the DNS code uses non-blocking MPI_IALLTOALL to allow for overlapping between MPI and local operations, the standalone kernel instead calls the blocking MPI_ALLTOALL, which is important for clean MPI performance data to be obtained. A collection of MPI performance data is shown in Table 2, where problem sizes and node counts correspond to the information in Sec. 3.5. The effective bandwidth is calculated by the formula

$$BW = \frac{(2 \times P2P \times P \times tpn)}{time}$$

where tpn is the number of MPI ranks per node, and a factor of 2 is included since all-to-all’s are comprised of both sends and receives. This formula includes on-node messages in the computation of the bandwidth, but this simplification becomes insignificant at larger problem sizes.

**Table 2: Effective bandwidth per node of MPI all-to-all on Summit at different node counts. The message size communicated between each MPI process (P2P) is reported (for 3 variables).**

<table>
<thead>
<tr>
<th>Nodes</th>
<th>A: 6 tasks/node</th>
<th>B: 2 tasks/node</th>
<th>C: 2 tasks/node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 pencil/A2A</td>
<td>1 pencil/A2A</td>
<td>1 slab/A2A</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>128</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>1024</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>3072</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
</tr>
</tbody>
</table>

We refer to the three cases in Table 2 as A, B, C, respectively. Between A and B, the P2P message size increases by 9X because data per process is tripled and there are also 3 times fewer processes to perform the data exchange. The increase in P2P message size from B to C is a factor of np since there are np pencils per slab. Case B gives a higher bandwidth achieved than case A, up to a node count of 1024. At 3072 nodes it is surprising that case A performs slightly better than case B, because this departs from 1) the trend of larger P2P message size leading to better bandwidth and 2) our experience with the full DNS code where case B has a faster solution time than case A. However, as noted above, the DNS code uses non-blocking MPI all-to-all calls, whereas the standalone MPI code uses the blocking version. One possibility is that at sufficiently small message sizes and without overlap, case A may be able to take advantage of eager limits and hardware acceleration in the network.

The trend in increased P2P message size leading to increased bandwidth continues when comparing B to C, especially at scale. This is expected because, in general, a shift from a larger number of smaller messages to a smaller number of larger messages reduces the effect of network latency. All three cases were implemented in the turbulence code, and as was observed in the standalone MPI tests, the configuration of case C led to the best-performing implementation of the turbulence code as well, which is expected because of the communication-intensive nature of these codes.

### 4.2 Strided copy optimization

Our batched asynchronous algorithm described in Sec. 3.4 requires frequent strided copies of relatively small units of data between host and device. This pattern can be expected for any algorithm performing line operations on a distributed 3D domain. Such strided copies occur when data stored on the CPU as either x or z planes must be moved onto the GPU in smaller pieces, or when being packed in preparation for MPI all-to-all communication.

![Figure 6: Top down view of a slab of data on the CPU and a pencil of data on the GPU where nxp = nx/np. Strided (in y) copies of contiguous data (in x) is required in order to transform in y direction since memory is linear (stride 1) in the x direction to avoid reordering on the GPU.](image)

For example, for a x × y slab divided into 4 pencils as shown in Fig. 6, copying a pencil of data to the GPU requires copying a series of contiguous chunks of data to the GPU. For the 184323 problem the innermost dimension to be copied will have 18432/4 = 4608 elements or 18 KB of contiguous memory. An entire pencil of such lines of data must be copied, i.e., since nz = 3 and nx = 3 the pencil shape is 4608 × 18432 × 3 × 3. This gives 165888 chunks of 18 KB each, which must be copied. When the chunk size is small (and the number of chunks therefore large), the many cudaMemcpyAsync
calls required can be very slow, presumably because the API call
overhead begins to become significant. A high performing solution
to this is potentially using a CUDA zero-copy kernel to have the
GPU instead of the CPU initiate the many small transfers on host
page-locked memory [2]. Therefore, for this work, we tested two
alternative approaches, namely custom written "zero-copy" CUDA
kernels and an asynchronous version of the CUDA library call
cudaMemCpy2D, as described below.

The custom zero-copy CUDA kernel uses threads to move data
between arrays allocated in the GPU memory and arrays which
reside in host memory. The zero-copy kernel makes use of the
fact that CUDA threads can access host resident memory directly
from the GPU without having to explicitly copy the data, i.e., there
are zero copies living on the device. This is enabled by using the
CUDA library call cudaMemcpyDevicePointer to acquire a device
valid pointer to pinned host memory. This host memory must be
page-locked memory (pinned) which is also needed for maximum
transfer speeds for host arrays that are frequently copied in and
out of the GPU.

The zero-copy kernel method, however, is limited by the fact that
it uses some of the GPU streaming multiprocessors to copy data,
which can slow down the other computational kernels. On the other
hand, the CUDA library call, cudaMemcpy2DAsync, uses the GPU
copy engines and accepts arguments that allows for simple strided
copies to be performed easily. This comes with the advantage of
not having to occupy GPU SMs to achieve the movement.

Figure 7: Time to transfer a total of 216MB of data with
strided memory access using three different approaches.
Since the total pencil size is fixed, smaller contiguous
messages in this plot also correspond to more required looping
over contiguous message chunks.

Figure 7 compares timings for strided memory copies obtained
from the three different approaches considered here. The copies
were performed on a fixed total message size of 216 MB but the size
of the contiguous memory in the strided copy is varied. It can be
seen that both the zero-copy and cudaMemcpy2DAsync approaches
perform much better than (many) cudaMemcpyAsync when the con-
tiguous message sizes are below 100’s of KB. For the 18432^2 DNS
problem the contiguous extent of the pencils is 18 KB, which is
close to the 8.8 KB tested in the figure. From this data we can draw
two conclusions. The first is that the many cudaMemcpyAsync ap-
proach is much slower than the zero-copy or cudaMemcpy2DAsync
approaches, while the latter two give similar timings. The second is
that when moving a fixed amount of data, the overhead involved
in moving a finer granularity of chunks can increase the movement
time.

The NVIDIA CUDA library call, cudaMemcpy2DAsync, is still prefer-
able to zero-copy kernels since the former allows all the GPU re-
sources (streaming multiprocessors) to be available to the com-
pute kernels. However, cudaMemcpy2DAsync can only handle sim-
ple strides, while the zero kernel can handle data with complex
stride patterns, (e.g., in unpacking data from contiguous to non-
contiguous arrays after communication), while using up only a
small amount of GPU resources. Thus, in our production code,
most of the copying between host and device is implemented using
cudaMemcpy2DAsync, while data unpacking is performed using the
zero-copy kernel.

5 PERFORMANCE ANALYSIS
In this section we present and analyze the overall performance
of the newly developed DNS code at different problem sizes and
node counts as described in Sec. 3.5, with all data obtained on
Table 3: Performance of the slab decomposed DNS code run under different configurations and speedups are calculated with respect to the performance of the pencil decomposed synchronous CPU code.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Problem Size</th>
<th>Sync CPU 6 tasks/node</th>
<th>Async GPU 2 tasks/node</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Time (s)</td>
<td>Speedup</td>
</tr>
<tr>
<td>16</td>
<td>3072³</td>
<td>34.38</td>
<td>8.09</td>
</tr>
<tr>
<td>128</td>
<td>6144³</td>
<td>40.18</td>
<td>12.17</td>
</tr>
<tr>
<td>1024</td>
<td>12288³</td>
<td>47.57</td>
<td>13.63</td>
</tr>
<tr>
<td>3072</td>
<td>18432³</td>
<td>41.96</td>
<td>25.44</td>
</tr>
</tbody>
</table>

As GPU operations). In all three cases data movement to/from waiting to communicate until all pencils in the slab have been with a problem size of 18432. The DNS code was approximately weak scaled on Summit, starting 3072 nodes. Table 3 shows elapsed wall time per time step and speedup relative to performance data collected using the synchronous pencil decomposition CPU code that was used by the authors of [23] and is based on the principles described in Sec. 3.2. Timings per step were obtained by taking the maximum over all MPI ranks, averaged over multiple time steps. It should be noted that for both CPU and GPU codes, regardless of the domain decomposition chosen, load balancing requires that the number of cores used per node should be an integer factor of the linear problem size (N). This implies, even though there are 42 cores per Summit node, only 32 cores can be used for most problem sizes except for the 18432³ problem which allows 36 cores when run with 3072 nodes.

The best MPI configuration in our new asynchronous GPU algorithm gives the time to solution at a resolution of 18432³ grid points, using 3072 nodes, at under 15 seconds per time step. To our knowledge, considering the problem sizes involved this compares favorably with the largest simulations performed in the recent past [10, 23] using CPU-based massive-parallelism. A GPU-to-CPU speedup close to 3X was observed for the 18432³ problem. Given the large problem size addressed and the communication-intensive nature of our application, this speedup is substantial.

5.1 2 vs 6 tasks per Node

The DNS code was approximately weak scaled on Summit, starting with a problem size of 3072³ on 16 nodes up to 18432³ on 3072 nodes. The scaling is approximate because the number of MPI ranks must be an integer factor of the number of grid points on each side of the domain, while we are focused on simulating the largest problem size that can fit into the memory available on the machine, at scale. Timings are reported for the three MPI configurations defined earlier in Table 2. In particular: (A) using 6 tasks per node and communicating one pencil at a time; (B) using 2 tasks per node and communicating 1 pencil at a time (overlapping MPI with CPU movement and compute); or (C) using 2 tasks per node but waiting to communicate until all pencils in the slab have been computed and can be sent in a larger message (no MPI overlap with GPU operations). In all three cases data movement to/from the GPU and computation on the GPU are overlapped with each other, in the manner described in Sec. 3.4. As might be expected for a communication dominated code, performance comparisons between these three MPI configurations follow the trends observed in the achieved MPI bandwidth studies of Table 2. Namely, that 2 tasks per node perform better than 6 tasks per node and that at 3072 nodes sending an entire slab per all-to-all performs better than asynchronously sending each pencil as they become ready. Figure 9 shows the GPU timing data as well as a standalone MPI code which only performs the transposes without computation or data movement between the host and device. This helps estimate standalone MPI costs; for example the difference between the red line and dotted green line of figure 9 is time spent in non-MPI activities, such as GPU kernels and GPU data transfer. This green line provides an upper bound on the best possible performance given the network characteristics of the machine we used. Faster GPUs or optimization to the GPU kernels alone can at best approach the performance of the dotted green line.

5.2 Timeline and Asynchronous MPI Analysis

Use of The NVIDIA visual profiler [13] coupled to a Fortran interface to Nvidia’s nvtx markers [1] allows the visualization of a timeline of asynchronous CPU and GPU operations. To better understand the performance differences of the code under the various configurations, Fig. 10 shows plots of normalized and aligned timelines for the various configurations running on 1024 nodes. These timeline plots are particularly illuminating because they directly show the parts of the code which contribute to the performance differences.

For example, the MPI time (shown in red) is immediately seen to be the major user of runtime. Comparison between the MPI times of
The significant communication costs of codes that depend on small and the effective bandwidth drops (see Table 2). Beyond 16
nodes, waiting to send the entire slab at once (1 slab/A2A) is faster
than overlapping computation with communications of a pencil at a
time (1 pencil/A2A).

In the (bottom) timeline for the 6 tasks per node case each MPI
call takes longer than those seen in the 2 tasks per node case (top).
This is because the P2P message size in this all-to-all is small and
there are more total MPI tasks with which to communicate with,
which increases latency costs. An additional drawback for this
6 tasks per node case is that the D2H packing $\text{MemCpy2DAsync}$
section of code takes much longer. This is because for the pack
operation, the number of times $\text{cudaMemCpy2DAsync}$ must be
called is directly proportional to the number of tasks. Per GPU, the
6 tasks per node and 2 task per node cases pack the same total size
buffer, but with 6 tasks per node the packing must be done at a finer
granularity. The number of copies required is now 3X that for the
2 tasks per node case. This results in increased overhead as seen in
Sec. 4.2. A zero-copy kernel can be used here but it degrades the
performance of the 2 tasks per node case by stealing GPU resources
from the compute kernels.

The last takeaway from these timelines is that for the 2 task per
node cases, the MPI cost is dominating the runtime of the code.
The overhead incurred in choosing to batch data between CPU
and GPU is not significant compared to the total runtime, yet by
batching we are able to solve using the much larger CPU memory.
Further gains in performance will depend on code redesigns and
hardware innovations that improve the performance of the all-to-all
communication.

5.3 Scalability

As noted throughout this paper, our core objective is to solve large
problems in a reasonable amount of time. In most cases, for each
node count we have attempted to solve the largest problem that
will fit into the memory. As a result, at each problem size we can
collect timings over only a narrow range of node counts, making
inferences on strong scaling of limited relevance in this work. We
therefore focus on a brief discussion of weak scaling here.

The significant communication costs of codes that depend on
large scale 3D FFTs imply perfect weak scaling is not achievable
[4, 6, 7, 14]. After speeding up the FFT and auxiliary kernels through
use of an accelerator, our code runtime is dominated by all-to-all
communication. MPI benchmarks given in Table 2 indicate that
algorithmic choices that leads to a small number of large messages
are usually beneficial. However, eventually at the large scales the
latency of small messages sizes gives rise to longer MPI communi-
cation times (and decreased bandwidth).

### Table 4: Weak scaling relative to $3072^3$ problem size.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Ntasks</th>
<th>Problem Size</th>
<th># pencils per A2A</th>
<th>Time (s)</th>
<th>Weak Scaling (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>32</td>
<td>$3072^3$</td>
<td>1</td>
<td>6.70</td>
<td>-</td>
</tr>
<tr>
<td>128</td>
<td>256</td>
<td>$6144^3$</td>
<td>3</td>
<td>8.07</td>
<td>83.0</td>
</tr>
<tr>
<td>1024</td>
<td>2048</td>
<td>$12288^3$</td>
<td>3</td>
<td>10.14</td>
<td>66.1</td>
</tr>
<tr>
<td>3072</td>
<td>6144</td>
<td>$18432^3$</td>
<td>4</td>
<td>14.24</td>
<td>52.9</td>
</tr>
</tbody>
</table>
We calculate the weak scaling percentage (WS), based on problem size, between two problem sizes $N_1^3$, $N_2^3$ of node counts $M_1$, $M_2$ with execution times $t_1$ and $t_2$ respectively using the formula

$$WS = \frac{N_2^3}{N_1^3} \times \frac{t_1}{t_2} \times \frac{M_1}{M_2} \quad (4)$$

Table 4 shows weak scaling computed with respect to the 3072$^3$ (16 node) problem size, using the best performance timings for each problem size as recorded earlier in Table 3. Considering that between 3072$^3$ and 18432$^3$ the number of grid points has increased by a factor of $6^3 = 216$, we argue that a weak scaling around 53% is very respectable, given that it is a pseudo-spectral code dominated by all-to-all communication patterns.

In passing, we also examined the strong scaling of the 6 tasks/node configuration. For the 18432$^3$ problem, using 3072 nodes achieved 25.4s per timestep, while 1536 nodes achieved 48.7s, resulting a strong scaling of 95.7%.

6 CONCLUSIONS

In this paper we have reported in detail on design and performance aspects of a new GPU algorithm for direct numerical simulations (DNS) of turbulent flow, optimized for the dense node architecture of Summit, a 200 Petaflops preexascale computer which is currently the world’s fastest. The best implementation of this algorithm gives a favorable time to solution for a problem size of 18432$^3$ grid points, of under 15 seconds of wall clock for each second-order Runge-Kutta time step. This resolution is higher than that reported in current state-of-the-art simulations, which mostly employed CPU-based massive parallelism. Speedup measured relative to the best-performing CPU code is of order 3 or higher for all problem sizes tested.

Using the latest GPU data movement techniques allows efficient use of the full node memory, which in turn allowed for solving larger problems and larger MPI message sizes. A close examination of code region runtimes (Fig. 10) shows that, as a result of powerful GPUs and fast NVLink connections, the cost of FFT computation and data movement between CPU and GPU is reduced to less than one-seventh of the code runtime. The bulk of the remaining runtime is spent on network all-to-all communications, which was also studied independently using a standalone code (Sec. 4.1).

A one-dimensional decomposition combined with a hierarchy of MPI+OpenMP parallelism is used to allow communication in the form of a smaller number of larger messages, which is crucial for achieving acceptable scaling performance, especially at larger problem sizes. The new code features capability to asynchronously overlap compute, GPU-CPU data movement, and MPI communications (Fig. 4). However, at node counts of 128 and greater, performing MPI asynchronously become more expensive than simply waiting for the entire slab of data to be processed before initiating the MPI all-to-all.

The lessons learned as well as successes achieved in this work are directly relevant to large computations in many science domains where 3D Fast Fourier Transforms are useful, and in fact generalizable to a variety of large production use codes characterized by substantial needs in communication. We have shown it is possible to efficiently utilize the very large CPU memory while still extracting substantial benefits from the GPU as an accelerator. Continuing research in achieving higher communication performance on leadership computing platforms is still vital in the pre-exascale era and beyond.
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